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ABSTRACT: Coarse-grained results from a large-eddy simulation (LES) using the Weather Research and Forecasting

(WRF) Model were compared in this study with the WRF simulations at a typical convection-permitting horizontal grid

spacing of 3 km for an idealized case of deep moist convection. The purpose of this comparison is to identify major dif-

ferences at the subgrid process level between two widely used deep convection parameterization schemes in the WRF

Model. It is shown that there are considerable differences in subgrid process representations between the two schemes due

to different parameterization formulations and underlying assumptions. The two schemes not only differ in trigger function,

subgrid cloudmodel, and closure assumptions but also disagree with the coarse-grained LES results in terms of vertical mass

flux profiles. Thus, it is difficult to discern which scheme is more advantageous over the other at the subgrid process level.

The conclusions from this study highlight the importance of establishing benchmarks using observations and LES to develop

and evaluate convection parameterization schemes suitable for models at convection-permitting resolution.
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1. Introduction

Many regional operational forecast centers have been

running numerical weather prediction (NWP) models with

convection-permitting resolutions (horizontal grid size of less

than 5 km) for short-range weather forecasting. In general,

because these models cannot fully resolve individual convec-

tive elements (see, e.g., Bryan et al. 2003; Moeng et al. 2010),

including parameterization schemes of subgrid convection in

the physics configuration is a practical means for them to ac-

curately account for the contribution of unresolved convection

to the total cloud and precipitation production in the forecast.

Traditionally, the objective of subgrid convection schemes is to

describe the ensemble effect of many individual subgrid clouds

on resolved dynamics, assuming there is quasi-equilibrium

between the large-scale forcing and convective response at

subgrid scales (Arakawa and Schubert 1974). At convection-

permitting resolutions, however, this quasi-equilibrium as-

sumption breaks down, and thus subgrid convection schemes

are required to be capable of simulating the transient charac-

teristics of convective processes (Gerard 2015). In recent years,

some studies proposed more general frameworks to relax the

quasi-equilibrium assumptions by using prognostic closures

and cloud models (e.g., Gerard and Geleyn 2005).

Arakawa et al. (2011) took a different route to relax the

quasi-equilibrium assumption by introducing a factor of a

quadratic function of the mesh fraction to scale the quasi-

equilibrium convective mass flux. For practical uses in NWP

models, Arakawa’s formulation and new algorithms of mesh

fraction have been introduced into quasi-equilibrium convec-

tion parameterization schemes that can be used at convection-

permitting resolutions (Grell and Freitas 2014; Han et al. 2017;

Kwon and Hong 2017). Bechtold et al. (2008, 2014) and Zheng

et al. (2016) used another approach to relax the quasi-

equilibrium assumption by modifying the convective adjust-

ment time scale. However, these schemes also contain various

other assumptions and subgrid-process parameterizations with

inherent uncertainty.

Many studies have focused on the sensitivity of the simula-

tion to different convection schemes (e.g., Fowler et al. 2020).

However, few studies have been devoted to examining the

differences in details in parameterizations and underlying as-

sumptions. Thus, there is a need for the modeling community

to tackle the question: what are the fundamental differences in

various convection parameterizations that lead to differences

in the modeled intensity and evolution of convection?

Answering this question will provide insight into the phys-

ical understanding of the behavior of a given parameteri-

zation. It will also provide useful information about what

observations or high-resolution simulations (e.g., cloud-

resolving modeling or LES) can be used to validate pa-

rameterized convective processes.

In this study, coarse-grained LES results are used to evaluate

and compare two convection parameterization schemes, which

are widely used at convection-permitting resolutions in the

Weather Research and Forecast Model (WRF) user commu-

nity, in terms of detailed aspects (i.e., the trigger, cloud model,

and closure), and to provide physical insight into the practical

implementation of the parameterization. Despite their popu-

larity, these two schemes were never compared at convection-

permitting resolutions at the process level against LES. The

comparison and evaluation of these two schemes using the LES
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results not only reveal the intrinsic uncertainty in their pa-

rameterization formulations, but also demonstrate that coarse-

grained information from LES can uniquely provide needed

information to evaluate the convection schemes at convection-

permitting resolutions at the level of parameterized subgrid

processes.

The rest of the paper is organized as follows: section 2 de-

scribes the setup of the WRF simulations and LES, the coarse-

graining method, and the two subgrid convection schemes

investigated in this study. The results from two 3-km simula-

tions with convection parameterization schemes are evaluated

and compared against the coarse-grained LES results in terms

of the trigger, cloudmodel, and closure in section 3. The results

are summarized and discussed in section 4.

2. WRF Model setup, coarse-graining method, and two
convection parameterization schemes

In this study, idealized simulations of moist deep convec-

tion were generated using version 4.1.3 of the Advanced

Research WRF Model (WRF-ARW; Skamarock and Klemp

2008). An LES benchmark with a horizontal grid size of 100m

was generated using the same model to evaluate the perfor-

mance of the convection parameterization schemes. The

Thompson microphysics scheme (Thompson et al. 2004,

2008) was used in the LES, which has five prognostic hydro-

meteor categories (including graupel) and predicts the num-

ber concentrations of rainwater and ice particles. The surface

layer scheme and radiation physics are neglected. The model

domain is 120 km 3 120 km in the horizontal plane with a

vertical extension of 20 km. The simulation was initialized

with a sounding that represents an atmospheric environment

with moderate instability. The initial profiles of temperature

and humidity were the same as those used by Weisman and

Klemp (1982). Convection is initiated by a thermal bubble

with a 10-km (1.5 km) horizontal (vertical) radius, and with a

potential temperature perturbation ranging from a maximum

of 3K at the center of the bubble (located at x 5 40, y 5 60,

and z5 1.5 km) to zero at the edge of the bubble. The Coriolis

effect was turned off, as in Weisman and Rotunno (2000).

The vertical spacing was approximately 100m (200 levels).

Subgrid turbulent mixing was parameterized using the 1.5-

order 3D prognostic TKE closure (Deardorff 1980). The 100-m

LES simulation served as the ‘‘truth’’ against which the coarser

simulations with convection parameterization schemes were

evaluated.

The benchmark LES fields were coarse-grained and used a

box average to obtain the subgrid convective characteristics at

coarser resolutions (Honnert et al. 2011; Huang et al. 2018;

Zhang et al. 2018). The LES model domain was divided into

subdomains with a specified box size D (3 km in this study) for

coarse-graining. In this study, if the coarse-graining subdomain

encompasses one or more cloudy LES grid points containing

cloud water and ice (qc 1 qi . 0, with qc and qi denoting cloud

water and ice mixing ratio, respectively), the subdomain was

defined as cloudy and as a statistical sample. The subdomain

without any cloudy LES grid point was excluded from the

calculation. For a variable u, the subgrid convective fluxes at

different coarser resolutions of D were computed in each grid

box as follows:

w0u0D 5 (w2wD)(u2uD)D , (1)

wherew is the vertical velocity at the LES grid, and the overbar

designated by D denotes the horizontal average over the sub-

domain D 3 D.
Two scale-adaptive subgrid convection schemes widely used

in the WRF user community were evaluated at a 3-km grid

resolution. The first is the multiscale Kain–Fritsch (MSKF;

Zheng et al. 2016) scheme, which is an updated version of the

Kain–Fritsch (KF) convective parameterization (Kain 2004;

Kain and Fritsch 1990), with scale-dependent capability. Scale-

dependent changes included a dynamic adjustment time-

scale, a modification of lifting condensation level (LCL)-based

minimum entrainment rate, and a scale-dependent fallout rate

for liquid water and ice condensates. The second convection

parameterization is a modified Global Forecast System (GFS)

simplified Arakawa–Schubert (SAS) scheme developed by the

Korea Institute of Atmospheric Prediction System (KSAS)

(Kwon and Hong 2017). The KSAS scheme modifies the

magnitude of convective mass flux at the cloud base, the

threshold of convective inhibition, and convective detrainment

to be functions of the grid-size-dependent convective updraft

fraction. The experimental setup was the same as the bench-

mark LES, except for the horizontal resolution. Because the

3D prognostic TKE closure was designed for the grid sizes in the

inertial subrange and not suitable for convection-permitting grid

sizes (Bryan et al. 2003), the Yonsei University (YSU) scheme

(Hong et al. 2006) for the planetary boundary layer (PBL) was

used to parameterize the subgrid mixing instead of the 3D

prognostic TKE closure.

The two convection schemes examined in this study differ in

the trigger, cloud model, and closure. A summary of the dif-

ferent characteristics of the two convection parameterization

schemes is listed in Table 1. Note that the 100-m vertical grid

spacing used in the 3-km simulations for the convenience of

comparisons between the LES and 3-km simulations is not

typically used in operational NWP models. To ensure the re-

sults of the 3-km simulations using the 100-m vertical grid

spacing are relevant to NWP applications, additional 3-km

simulations were carried out with a usual configuration of 51

vertical levels often used in NWP applications with enhanced

resolution toward the surface (Benjamin et al. 2016). These

simulations confirm that the difference between two 3-km

simulations with different configurations of vertical levels is

not significant enough to change the conclusions of this study

(figures not shown).

3. Results

This study focuses on the early development of convection to

evaluate the performance of these modified convection schemes

in representing the transient phase of convection. Therefore,

statistical results to be shown were only sampled from the early

stages of development (0–30min) at 1-min intervals.

To evaluate the subgrid convective effect, the conserved

variable moist static energy (h 5 cpT 1 Lqy 1 gz) during the
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moist adiabatic process was used in the analysis, whereT and qy
are temperature and water vapor mixing ratio, respectively; cp
is the heat capacity of air at constant pressure; L is the latent

heat of vaporization of liquid water; and gz is geopotential

energy. The subgrid convective tendencies from the convection

parameterization can be written in the form of h:

r
›h

›t

�����
subgrid

5 rc
p

›T

›t

�����
subgrid

1 rL
›q

y

›t

�����
subgrid

, (2)

where r is the mean gridbox air density, and the overbar in-

dicates the mean gridbox value. Two subgrid convective ten-

dency terms on the right-hand sides of Eq. (2) are from the

output of the convection parameterization schemes. Only the

columns where the convection schemes are activated are

sampled. Thus, the parameterized convective tendency can be

compared with the tendency calculated from the 3-km coarse-

grained LES results using the following:

r
›h

›t

�����
subgrid

52
›rw0h0

›z
. (3)

Note that the subgrid flux on the right-hand side of Eq. (3) does

not contain vertical turbulent flux. Following Siebesma and

Cuijpers (1995), the total subgrid flux is decomposed into three

terms: the convective mass flux term, the turbulent flux in

clouds and the environmental turbulent flux. The subgrid flux

on the right-hand side of Eq. (3) is only the convective mass

flux term that is usually assumed dominant and parameterized

in the convection scheme. The h tendencies due to the resolved

motion are also calculated from the MSKF, KSAS runs, and

the coarse-grained LES using the following:

r
›h

›t

�����
resolved

52
›rwh

›z
. (4)

Figure 1a shows the vertical profiles of the parameterized

convective tendencies from the MSKF and KSAS schemes

[Eq. (2)], and the coarse-grained LES results [Eq. (3)], at 3-km

resolution averaged over 0–30min. The parameterized con-

vective tendencies are mostly negative below 3500m, mainly

caused by convective drying, and positive above 3500m caused

by convective heating, consistent with the coarse-grained LES

results. However, the magnitudes of both parameterized con-

vective tendencies are smaller than those from the coarse-

grained LES results. The differences in magnitude and vertical

profile of convective tendencies in the two convection schemes

result from different closure formulations and cloud models.

TABLE 1. Characteristics of different convection schemes.

MSKF KSAS

Trigger Based on temperature perturbation

related to gridscale forcing

Based on the depth between the origination level of a

parcel and its LFC

Cloud base LCL of the USL mixture LFC (where the condition h . h* is first met below

450 hPa)

Cloud top The level at which vertical velocity first

becomes negative

The first level where parcel buoyancy becomes negative

Updraft originating level KLCL 2 1, where KLCL is the vertical

index of the LCL

The level with largest moist static energy below 700 hPa

Updraft entrainment All positively buoyant mixtures (i.e., x ,
xc) are entrained into the cloudy updraft «u 5 «0

 
qs

qs,b

!2

1 1024(12RH)

 
qs

qs,b

!3

Updraft detrainment All negatively buoyant mixtures (i.e.,

mixtures with x . xc) will be detrained

The detrainment rate for updraft is same as the

entrainment rate at cloud base du 5 «0 5 0:1/zLFC
Downdraft originating level 150 hPa above the top of the USL The level with minimum moist static energy

Downdraft entrainment Entrains equal amounts of air from all

model layers within the downdraft

source layer (DSL), which extends from

the origination level to the top of the

USL. Below the top of the USL, there is

no entrainment.

Constant from the downdraft origination to the

surface, 1024

Downdraft detrainment Within the DSL, there is no detrainment.

Between the top of the USL and the

base of the downdraft, detrainment is a

linear function of pressure.

Downdraft entrainment and detrainment rates are

constants from the downdraft origination to the LFC,

1024. Between the surface and the LFC

dd 5 (12b1/KLFC )/Dz, b is a constant currently set to

0.05, implying that only 5% of downdraft mass flux at

LFC reaches the ground surface due to detrainment,

KLFC is the vertical index of the LFC level, and Dz is

the average vertical grid spacing below the LFC.

Closure The quasi-equilibrium CAPE closure in

which at least 90% CAPE is removed

within the convective adjustment time

The quasi-equilibrium cloud work function closure
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Note that the tendencies due to the subgrid turbulent mixing

scheme and the shallow convection in the MSKF scheme are

negligible compared with the convective tendency.

Figure 1b shows the vertical profiles of the h tendencies due

to the resolved motion in the MSKF and KSAS runs in com-

parison with the coarse-grained LES results [Eq. (4)], at 3-km

resolution averaged over 0–30min. It can be seen that differ-

ences in subgrid parameterization can inevitably lead to dif-

ferent model solutions due to the interaction between the

subgrid parameterization and resolved motion. This study fo-

cuses on the differences in various subgrid parameterizations.

In this section, we examine the different characteristics of the

MSKF and KSAS schemes, including the trigger, the compu-

tation of updraft and downdraft properties, and the closure

assumption that controls the intensity of convection.

a. Trigger

The trigger of convection used in the two schemes is the

criterion that determines when, where, and whether or not the

convection parameterization is active at each grid point on

the model domain. It plays a pivotal role in the development

and evolution of parameterized subgrid convection (Kain and

Fritsch 1992; Stensrud and Fritsch 1994).

Figure 2 shows cumulative convective precipitation from the

KSAS and MSKF schemes at the start (t 5 5 s) and after

30min. In the idealized simulation, convection was initiated

by a thermal bubble with a maximum potential temperature

perturbation of 3K. At the start (t 5 5 s), it is surprising that

convections were triggered everywhere except for the thermal

bubble in the KSAS run (Fig. 2a), which is not physically

possible. After 15min, convection around the bubble was

triggered in the KSAS run (data not shown). At t5 30min, the

distribution of convective precipitation was significantly dif-

ferent from that in the MSKF run (Figs. 2d,f). In addition,

gridscale precipitation was not spatially consistent with con-

vective precipitation (Figs. 2d and 4a). In the MSKF run, it is

physically reasonable for convection to be triggered in the vi-

cinity of the bubble (Fig. 2c). Gridscale precipitation and

convective precipitation have a consistent structure in the

MSKF run (Figs. 2f and 4c). The gridscale precipitation in LES

(no subgrid precipitation) depicts a more detailed structure

compared to the 3-km runs (Fig. 4d).

Next, we provide the reasons why the triggers of the two

schemes behave differently. The formulation of the trigger in

the MSKF scheme was designed by Fritsch and Chappell

(1980) and tested initially by Kain and Fritsch (1992). Starting

at the surface, the updraft source layer (USL) includes adjacent

layers, with a total depth of at least 60 hPa. The parcel prop-

erties are mass-weighted mixed over the USL. Then, the mixed

parcel is lifted without mixing with environmental air to its

lifting condensation level (LCL), where an extra perturbation

as a function of the gridscale vertical velocity is added. Thus,

the stability of a parcel at the LCL largely depends on the

gridscale ascent in the MSKF scheme. An extra temperature

perturbation DTy that depends on the gridscale forcing is de-

fined as

DT
y
5k[w

g
2 c(z)]1/3 , (5)

where k 5 4.64K s1/3m21/3, wg is the resolved vertical velocity

at the LCL, which is obtained by height-weighted averaging

over two adjacent model levels to LCL, and c(z) is the

threshold vertical velocity. If the resulting temperature is less

than the environmental value (i.e., TLCL 1 DTy , TENV),

the base of the USL is shifted to one model level higher, and

the above procedure is repeated for a new potential USL. If the

temperature of the perturbed parcel is greater than that of the

environment (i.e., TLCL 1DTy $ TENV), the parcel would be a

candidate for deep convection. If the parcel can further rise a

minimum height above its LCL (e.g., 300 hPa), triggering oc-

curs. There is some evidence that the temperature perturbation

to apply in this situation is related to large-scale dynamical

FIG. 1. Vertical profiles of the h tendencies r(›h/›t) due to (a) the subgrid convection and (b) the resolvedmotion

in the MSKF (blue), KSAS runs (red), and the coarse-grained LES (black) at 3-km resolution averaged over

0–30min.
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forcing (Chen andOrville 1980), but a quantitative relationship

between the two has not been established. In cases of subgrid

convection without sufficiently resolved updraft (e.g., local

thermal convection under the subsidence in the subtropical

high), this convection trigger may be unrealistic.

The convection starting level (SL) in the KSAS run is de-

fined as the location of local maximum h in a model column

between the surface and 700 hPa level. The level of free

convection (LFC) is defined as the level at which h of the

originating parcel is first larger than the saturation moist

static energy of the local environment (h . h*, where

h*5 cpT1Lqy*1 gz; the asterisk denotes the saturation value)

when a parcel moves aloft. A convective inhibition (CIN)

factor is considered to suppress some unrealistic initiations of

convection. The CIN factor in the KSAS run is represented by

the pressure difference between the parcel’s SL and its LFC.

The larger the CIN factor, the more destabilization energy is

required for lifting the parcel to initiate convection. When this

CIN factor is larger than a threshold value, which is 180 hPa

multiplied by the average relative humidity between parcel SL

and LFC (RH(SL,LFC )), the KSAS scheme assumes that the

destabilization energy of the parcel is not large enough to

overcome negative buoyancy. When

p
SL

2p
LFC

.CIN
th
3RH(SL,LFC), (6)

where pSL and pLFC are the pressures at the SL and LFC, re-

spectively, subgrid convection will not be triggered. Kain and

Fritsch (1992) referred to this type of triggering as a lifting

depth trigger, and it is not a direct function of instantaneous

dynamic forcing.

The vertical profiles of h in the environment and bubble

from the initial condition are shown in Fig. 3. It is noteworthy

that the pressure difference between the parcel SL and the

LFC in the environment is very small (Fig. 3a), and convection

is very easy to trigger. In the bubble, the pressure difference is

larger than that in the environment (Fig. 3b), suppressing the

triggering of convection.

Differences in triggers can change the patterns in the early

development of convection, leading to nonlinear changes in the

subsequent evolution of convections (Kain and Fritsch 1992).

To maintain physical consistency between the KSAS and

FIG. 2. Cumulative convective precipitation (mm) at (top) t 5 5 s and (bottom) t 5 30min for (a),(d) KSAS; (b),(e) KSAS with the

modified trigger; and (c),(f) the MSKF scheme.
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MSKF schemes in terms of triggers, we changed the original

trigger of the KSAS scheme. The original trigger in the KSAS

scheme, based on the pressure difference, was changed to the

criterion that gridscale vertical velocity w of the originating

parcel at the LCL exceeds 0.01m s21. Hence, the new trigger is

consistent with the MSKF trigger, at least in terms of its

physical meaning, and both are a direct function of instanta-

neous dynamic forcing. Figure 2b shows convective precipita-

tion from theKSASwith a new trigger at t5 5 s. The results are

significantly different from those of the original trigger (Fig. 2a

and b). After 30min, the distribution of convective precipita-

tion from the KSAS with the modified trigger has a structure

like that in theMSKF scheme (Figs. 2e,f). In addition, gridscale

precipitation was spatially consistent with convective precipi-

tation (Figs. 2e and 4b). The revised trigger in the KSAS

scheme, using gridscale vertical velocity, exhibited behavior

similar to that of the MSKF trigger.

The concept of triggering in both the MSKF and KSAS

schemes depends on the model’s grid size. Historically, all the

two schemes were formulated based on assumptions that are

only valid for a specific range of resolutions. The trigger in the

KSAS scheme, as developed for the GFS, refers to the onset of

an ensemble of convection as a whole rather than the actual

physical trigger of each convection element on the subgrid

scale. It is, therefore, assumed in the KSAS scheme that sub-

grid random perturbations (such as warm bubbles) exist in a

grid box to trigger subgrid convection under an environment

with convective instability. Using the vertical profile of h in the

KSAS scheme, the lifting depth trigger may be more appro-

priate for coarse resolution models. However, in convection-

permitting models, it is typically assumed that no enough

perturbations exist in a small grid box to trigger convection;

convection must be triggered by resolved dynamic forcing. In

contrast, the MSKF trigger includes the effect of gridscale

dynamic forcing. It thus is more suitable than the original

KSAS trigger at convection-permitting resolutions in an NWP

context.

b. Cloud model

The central problem of a mass-flux-based convection

scheme, like the MSKF and KSAS schemes, is the determi-

nation of the convective mass flux, M. Convective mass flux is

often separated into two parts, one for the vertical profile h(z)

and the other for a time-dependent amplitude MB(t):

M5h(z)M
B
(t) . (7)

In general, the vertical profile h(z) is determined by the

‘‘cloud model’’ (e.g., Yano and Plant 2015). The amplitude

MB(t) (usually defined at the cloud base) is defined by the

‘‘closure,’’ which will be discussed in section 3a(1). The cloud

model is based on the steady-state assumption that treats the

subgrid-scale convective processes diagnostically rather than

prognostically. This assumption suggests that fast subgrid-scale

processes (not in equilibrium against the large-scale forcing)

are neglected and that the subgrid-scale processes evolve in the

balance against a given large-scale forcing. Note that the

steady-state assumption is more valid when the grid box is large

enough to contain all cloud sizes and clouds in different life

cycle stages. As the grid sizes approach the scale of individual

convective clouds, the assumption is no longer valid. The focus

of this study is on the transient phase (first 30min) of convec-

tion, while the two tested convection schemes are still based on

the steady-state assumption, which may lead to some defi-

ciencies in the representation of convection.

The steady-state entraining/detraining plume model is used

in both convection schemes. In theMSKF scheme, in which the

full entrainment (E) and detrainment (D) rates (including

updraft and downdraft denoted by subscripts u and d) is

specified, and the cloud model is written as

FIG. 3. Vertical profiles of moist static energy divided by cp in the (a) environment (a) and (b) bubble from the

initial condition. The vertical solid line indicates the values used to determine the trigger of convection. The

pressure difference between the SL (denoted by the horizontal red line below) and LFC (denoted by the horizontal

red line above) represents the CIN factor in KSAS. The larger the CIN factor, the more difficult for convection to

initiate. The bubble profile is near the center of the bubble.
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›M
u,d

›z
5E

u,d
2D

u,d
. (8)

The KSAS scheme, on the other hand, uses the fractional

entrainment and detrainment rates, defined as «u,d 5Eu,d/Mu,d,

du,d 5Du,d/Mu,d, and uses the variable separation shown in

Eq. (7); thus, the cloud model can be written in the form of a

normalized mass-flux vertical profile:

1

h
u,d

›h
u,d

›z
5 «

u,d
2 d

u,d
. (9)

Once the (fractional) entrainment and detrainment rates are

specified, the corresponding mass-flux profile [h(z)] M can be

determined by vertically integrating [Eq. (9)] Eq. (8).

The LES coarse-grained updraft/downdraft mass flux is

calculated using Mu,d 5 rau,d(wu,d 2w), where au (ad) is the

fractional area of the cloudy updraft (downdraft), wu (wd)

vertical velocity of cloudy updraft (downdraft),w the averaged

vertical velocity over 3 km 3 3 km subdomain, and r the den-

sity. In this study, the buoyant cloud core decomposition used a

sampling criterion, in which the cloudy updraft is defined as the

LES grid points that contain cloud water and ice (qc 1 qi . 0)

and are positively buoyant (uy 2 uy . 0), with uy denoting the

virtual potential temperature, and the overbar denoting the

horizontal average over the subdomain. Because the down-

draft is usually assumed to be driven by the evaporation of

precipitating water in parameterizations, a different sampling

criterion (qr .1 g kg21 and wd , 0, with qr denoting the rain-

watermixing ratio) is used to define the downdraft. It should be

noted that the sampling criterion has no unique optimal values,

and the coarse-grained LES results derived from the condi-

tional sampling may have some uncertainties.

FIG. 4. Cumulative gridscale precipitation (mm) at t 5 30min for (a) KSAS, (b) KSAS with the modified trigger,

(c) the MSKF scheme, and (d) LES.
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1) UPDRAFT MASS FLUX

Figure 5 shows the vertical profiles of updraft mass flux Mu

from theKSAS andMSKF schemes, compared to that from the

LES. The vertical profiles of Mu in the KSAS and MSKF

schemes are seen to be very different from the coarse-grained

LES (Fig. 5a). The issue of the amplitude of Mu is the topic of

‘‘closure’’ in section 3a(2). To isolate the cloud model, the Mu

profiles normalized by their maximums are shown in Fig. 5b.

The peak of Mu was found at the height of 3 km in the KSAS

run, while the Mu in the MSKF run gradually increased with

height until it was maximal at about 8 km. In the KSAS run, the

detrainment gradually depleted the Mu from 3 to 14 km, re-

sulting in a mass-flux profile with a weaker vertical gradient.

Although the maximum Mu in the KSAS run and LES are al-

most at the same height, of about 3.5 km, the Mu in the LES

decreased with height more rapidly than that in the KSAS run.

Different formulations of entrainment and detrainment in

the two schemes are responsible for the different vertical

profiles of mass flux. In the KSAS scheme, the fractional en-

trainment rate of updraft «u above the cloud base is specified as

«
u
5 «

0

 
q
s

q
s,b

!2

1 1024(12RH)

 
q
s

q
s,b

!3

, (10)

where «0 5 0:1/zLFC is the entrainment rate at the cloud base,

RH is the environmental (gridbox mean) relative humidity,

and qs and qs,b are the gridbox saturation specific humidity at

the parcel level and the cloud base, respectively. Equation (10)

indicates that a drier environment (lower RH) leads to an in-

crease in entrainment. Below the cloud base, «u is inversely

proportional to height z:

«
u
5
0:1

z
. (11)

The fractional detrainment rate du of the updraft is vertically con-

stant and equal to the entrainment rate «0 at the cloud base (LFC):

d
u
5 «

0
5

0:1

z
LFC

. (12)

Figure 6 shows the vertical profiles of entrainment ratesEu and

detrainment rates Du of the updraft mass flux from the KSAS

and MSKF runs. In the KSAS run, Du decreases slightly with

height, while Eu is largest near the surface and decreased with

height. It is the difference between Eu and Du, which deter-

mines how fast the mass flux decreases with height. The

intersection of Eu and Du in the KSAS (MSKF) run is at the

height of 3 km (8 km), which corresponds to the maximum Mu

in Fig. 5b.

FIG. 5. Vertical profiles of (a) updraft mass flux Mu and (b) the normalized by respective maximum from KSAS,

MSKF cloud models, and LES.

FIG. 6. Vertical profiles of (solid line) entrainment rates Eu and

(dashed line) detrainment rates Du of the updraft mass flux in

KSAS (red) and MSKF (blue) schemes, averaged over 0–30min.

The magnitude is scaled by 105.

3426 MONTHLY WEATHER REV IEW VOLUME 149

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/03/22 06:23 PM UTC



The formulation of entrainment and detrainment in the

MSKF scheme is based on the buoyancy sorting theory

(Raymond and Blyth 1986). In this theory, different mixtures

of cloudy and environmental air are created with different

degrees of mixing with the environment (measured by the

fraction of environmental air x), and the probability of differ-

ent mixtures is described by an assumed probability density

function (PDF). Furthermore, based on the critical fraction xc,

defined as the fraction of environmental air mass that leads to

neutral buoyancy, all negatively buoyant mixtures (i.e., mix-

tures with x . xc) are assumed to detrain, while all positively

buoyant mixtures (i.e., x , xc) are entrained into the cloudy

updraft. Therefore, the amount of entrained and detrained air

is determined by xc and the assumed PDF. Although a

Gaussian PDF was chosen in the standard MSKF formulation,

the physical concept of the buoyancy sorting theory can be

more clearly illustrated by assuming the simplest PDF: that all

mixtures are equally likely to be generated (Bretherton et al.

2004). Based on the simplest PDF, the entrainment and de-

trainment rates are given as follows:

E
u
5DM

e
x2c , (13)

D
u
5DM

e
(12 x

c
)2 , (14)

where DMe is the amount of environmental air available for

mixing. The entrainment and detrainment rates vary in oppo-

site directions as functions of the critical fraction xc. Physically,

xc reflects the combined effect of environmental conditions and

the buoyancy properties of cloudy air. The critical fraction xc
increases both with the buoyancy of the cloudy updraft and

with environmental relative humidity (de Rooy and Siebesma

2008). Figures 7a and 7b show the vertical profiles of relative

humidity (RH) and xc from the MSKF run, respectively. The

RH decreased with the height from 2 to 12 km, which was ac-

companied by a decrease in xc with the height. As a result, Eu

(Du) decreased (increased) with height, based on Eqs. (13) and

(14) (Fig. 6). However, the Eu in the MSKF run decreases

slower with height from 2 to 12 km than the Eu in the KSAS

run, resulting in Mu reaching its maximum until about 8 km.

Note that the above formulations of entrainment and de-

trainment, with significant differences, lead to different mass-

flux profiles shown in Fig. 5. In an LES study, Böing et al.

(2012) found that the mass-flux profile of deep convection

mainly depends on detrainment. The absolute variations in

detrainment are much larger than those of entrainment.

Moreover, detrainment has a clear correlation with the critical

fraction xc. In particular, their LES results showed that de-

trainment rates increase with the decrease of xc, which is

consistent with the detrainment formulation in the MSKF

scheme. In contrast, the constant fractional detrainment rate in

the KSAS scheme is an apparent oversimplification.

Böing et al. (2012) also found that the relationship between

entrainment rates and xc is much weaker than the one for de-

trainment and xc, and that entrainment has a dependence on

RH that increases with decreasing RH. That is, entrainment

decreases in a moister and more unstable environment.

However, in theMSKF scheme, entrainment is a function of xc;

that is, if the environmental air is drier (corresponding to a

smaller xc), the rate of entrainment will be smaller. This be-

havior is opposite to the findings of Böing et al. (2012). The

entrainment in the KSAS scheme described in Eqs. (10) and

(11) exhibits sensitivity with respect to environmental RH and

follows the 1/z behavior, resulting in almost the same height of

maximumMu as the LES. However,Mu slowly decreased with

height due to nearly constant detrainment (Figs. 5b and 6).

The abovementioned results from Böing et al. (2012) indi-

cate that entrainment rates should strongly decrease with

height, leading to a mass-flux profile with a large gradient and

allowing for large values in the lower part of the cloud layer,

and include an explicit dependence of entrainment rate onRH,

leading to more realistic sensitivities to environmental condi-

tions. In fact, Bechtold et al. (2008) showed that the dependence

on RH of the entrainment and detrainment rates has important

consequences for the parameterization of convection and clearly

FIG. 7. Vertical profiles of (a) relative humidity (RH), and (b) the critical fraction of environmental air (xc) from the

MSKF scheme averaged over the domain.
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improves model performance. The significant correlation be-

tween the critical fraction xc and detrainment provides the

possibility of taking xc as a key parameter. Apparently, the two

schemes investigated in this study do not yet take these effects

fully into account.

2) DOWNDRAFT MASS FLUX

The two convection schemes compared in this study include

downdrafts in their formulations, which are based on several

assumptions and have intrinsic uncertainties. One major un-

certainty about downdraft is its starting level. In KSAS, the

downdraft starting level is set at the minimum h (with a very

similar vertical structure of equivalent potential temperature

ue). Some studies inferred the downdraft starting level by an-

alyzing the conserved thermodynamic variables during the

moist adiabatic process. The vertical profile of ue in the envi-

ronment of deep convection typically presents aminimum near

400–600 hPa. Air of low-value ue in the midtropospheric level

often descends to the surface within downdrafts along a

Lagrangian trajectory (Zipser 1969, 1977).

Figure 8a shows the vertical profile of domain-averaged ue
and its minimum from LES, which is approximately 324K.

Assuming the air with the minimum ue is conserved during its

descent, the minimum ue corresponding to the downdraft can

be found near the surface. Figure 8b shows the horizontal

distribution of ue near the surface (z 5 150m) and contour of

324K, which corresponds to the minimum ue in the mid-

troposphere. This indicates that the assumption of the down-

draft originating at the level of the minimum h is justified, at

least within the idealized simulation.

In the MSKF scheme, the origin level of the downdraft is

specified as 150 hPa above the USL. In the original KF scheme,

the downdraft was assumed to originate from the minimum

level ue. However, Kain (2004) found that the variable starting

level from the original algorithm leads to unphysical incon-

sistency of heating and drying in the low troposphere.

Therefore, the start level was modified to be 150 hPa above

the USL (Kain 2004). This modification is consistent with

observational evidence. For example, in less intense con-

vective cases, downdrafts often originate just above the cloud

base (e.g., Betts 1976; Johnson and Nicholls 1983).

Another uncertainty of the downdraft concerns the satura-

tion of water vapor in the downdraft. In the KSAS scheme, a

saturated downdraft is assumed. In the MSKF scheme, above

the LCL, the air within the downdraft is saturated, while its

relative humidity reduces by 20% per kilometer from the LCL

to the surface. Yano and Plant (2015) examined the micro-

physical differences between the updraft and downdraft. He

showed that within clouds, the updraft is driven by condensation

ofwater vapor into cloud droplets, whereas the downdraft within

rain is driven by the evaporation of rainwater, which results in an

updraft air at saturation above the LCL and unsaturated

downdraft, respectively. Also, the downdraft air becomes drier

as it descends in a moist adiabat environmental lapse rate.

The magnitude of the downdraft, which must be determined

at the starting level, is also uncertain. In the KSAS scheme, the

downdraft mass flux is proportional to the updraft mass flux.

The fraction is empirically determined by precipitation effi-

ciency, which is a function of vertical wind shear (Fritsch and

Chappell 1980). In the MSKF scheme, the dependence of

precipitation efficiency on wind shear is excluded because of

the difficulty of determining a quantitative relationship be-

tween them (Kain 2004). In the MSKF scheme, the magnitude

of the downdraft mass flux at the top of the USL (MUSL
d ) is

defined as a fraction of the updraft mass flux (MUSL
u ) according

to the following:

FIG. 8. (a) Vertical profile of domain-averaged equivalent potential temperature ue from LES at t 5 30min and

(b) horizontal distribution of ue at z 5 150m. The vertical line in (a) and black contour in (b) correspond to the

minimum ue.
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MUSL
d

MUSL
u

5 2(12RHDSL) , (15)

where RHDSL is the averaged relative humidity within the

downdraft source layer (DSL). The DSL extends from the

originating level of downdraft to the top of the USL.

Therefore, downdraft mass flux is more (less) when the DSL

is dry (moist). The magnitude of the downdraft mass flux is

no longer dependent on the vertical wind shear. Instead, it is

dependent on environmental humidity.

Figure 9a shows that the vertical profiles of downdraft mass

flux Md from the KSAS, MSKF and LES runs. The vertical

profiles of Md in KSAS and LES exhibit similar shapes, while

the magnitude of Md in MSKF is much smaller. Note that the

shape and magnitude of Md are sensitive to the sampling cri-

terion. The sampling criterion (qr . 1 g kg21 and wd , 0) was

used to define the downdraft. Figure 9b shows that the vertical

profiles of entrainment rates Ed and detrainment rates Dd of

the downdraft mass flux from theKSAS andMSKF runs. There

are considerable differences between the two schemes in the

profile and magnitude of the entrainment and detrainment

rate. Different assumptions and formulations about entrain-

ment and detrainment in the two schemes are summarized in

Table 1.

c. Closure

Parameterization closure determines the intensity of con-

vection in the parameterization. Convection is ultimately

driven by buoyancy. The intensity of convection is controlled

by vertically integrated convective buoyancy. Thus, a common

method for developing closure is to define a vertically inte-

grated quantity I, whose prognostic equation can be used to

describe the change in intensity of convection, thereby closing

the parameterization. The prognostic equation can be taken as

the basis of prognostic closure (Pan and Randall 1998).

However, most operational convection parameterization

schemes are still based on the quasi-equilibrium assumption

(Arakawa and Schubert 1974). Although nonequilibrium

convections are typically found under rapidly varying forc-

ing (Davies et al. 2013), the validity of the quasi-equilibrium

assumption for synoptic disturbances has been confirmed by

many studies (Jones and Randall 2011; Yano and Plant

2012). Under the quasi-equilibrium assumption that the

subgrid convective stabilization response is always in bal-

ance with gridscale destabilization forcing, the prognostic

equation for the vertical integral of convective buoyancy

becomes a diagnostic closure condition.

Yano and Plant (2015) derived a general formulation for

closure and proposed a bulk vertical integral quantity:

I5

ðzT
zB

f (h,u,u)dz, (16)

where f is a function of large-scale variables u, convective
variables u, and the mass-flux profileh. The integral is per-

formed from the cloud base zB to the cloud top zT. The choice

of I is based on some physical considerations, and quantity I

has its own budget equation. In Arakawa and Schubert (1974),

the choice of quantity I is based on the analysis of the con-

vective kinetic energy budget. In the KSAS scheme, the cloud

work function A is defined to describe the generation of con-

vective kinetic energy:

A5

ðzT
zB

hbdz , (17)

where b is the convective buoyancy and is expressed in terms of

moist static energy h. The quasi-equilibrium closure is specified as

›A

›t
5

›A

›t

����
LS

1
›A

›t

����
CU

5 0, (18)

FIG. 9. (a) Vertical profiles of downdraft mass flux from KSAS, MSKF cloud models, and LES. (b) Vertical

profiles of entrainment rates Ed (solid line) and detrainment rates Dd (dashed line) of the downdraft mass flux in

KSAS (red) and MSKF (blue) schemes, averaged over 0–30min. The magnitude of entrainment and detrainment

rates is scaled by 105.
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where the subscript LS denotes the change rate of the cloud work

function due to the large-scale process, the subscript CU denotes

the change in the cloud work function due to convection.

If the cloud work function before convection adjustment is

denoted by A1, the large-scale destabilization forcing is

counterbalanced by convective adjustment:

›A

›t

����
LS

5
A1

t
, (19)

where t is the convective adjustment time scale in which moist

convection takes to adjust the environmental thermodynamic

profiles to a quasi-equilibrium state. The stabilization effect

due to the convection during a small time interval dt can be

further expressed by

›A

›t

����
CU

5
A*2A1

M0
Bdt

M
B
, (20)

where A* is the cloud work function after the stabilization of

the thermodynamic fields by an arbitrary amount of mass flux

M0
B. Based on the quasi-equilibrium closure (18), the cloud-

base mass flux MB can be calculated using the following:

M
B
5

A1

t

M0
Bdt

A1 2A*
. (21)

The MSKF scheme uses convective available potential en-

ergy (CAPE) as the closure quantity. CAPE is a physically

relevant quantity for measuring moist convective instability.

The intensity of convection is strongly correlated with the local

CAPE. CAPE is defined as the vertical integral of buoyancy:

CAPE5

ðzT
zB

b dz , (22)

where b is defined in terms of the difference between the vir-

tual temperature Ty,u in the convective updraft and the envi-

ronmental virtual temperature Ty :

b5 g
T
y,u

2T
y

T
y

. (23)

CAPE can be considered as a special form of the cloud work

function A without the mass-flux profile h (Yano and Plant

2015). To consider the effect of entrainment, CAPE is calculated

for an entraining (diluted) parcel rather than an undiluted as-

cending parcel (Kain 2004). In practice, the convective virtual

temperature Ty,u is evaluated by an entraining parcel model,

resulting in less buoyancy than the undiluted parcel ascent.

The MSKF closure relies on the assumption that at least

90% of CAPE, in a grid element is removed within an ad-

justment period. Similar to the KSAS closure [Eq. (18)], the

quasi-equilibrium closure based on CAPE in the MSKF is

specified as

›CAPE

›t
5
›CAPE

›t

����
LS

1
›CAPE

›t

����
CU

5 0: (24)

If the CAPE before convection adjustment is denoted by

CAPE1, the large-scale destabilization forcing is counterbalanced

by convectionover an adjustment period t in theMSKFclosure as

the following:

›CAPE

›t

����
LS

5
CAPE1

t
. (25)

Equation (25) is used as the determinant of the updraftmass flux

and corresponding downdraft mass flux until at least 90% of the

CAPE1 is eliminated. Note that the updraft, downdraft mass

fluxes, and entrainment/detrainment fluxes are rearranged with

the same incremental factor, and the vertical profile of mass flux

described by the steady-state cloud model is not changed.

Because the CAPE is an implicit function of the convectivemass

flux, the solution has to be found using the iteration algorithm.

4. Discussion and summary

In this study, an idealized LES of deep moist convection was

used to assess two convection parameterization schemes and

compare their differences in formulation and underlying as-

sumptions at a typical convection-permitting grid size of 3 km.

It was found that the two parameterization schemes not only

differ fundamentally in trigger function, cloud model, and

closure assumptions but also disagree with the coarse-grained

LES. These differences between the two schemes highlight the

uncertainty in the parameterized representations of subgrid

convection. The origin of the uncertainty can be traced back to

the early history of the two schemes’ development.

When the two convection schemes were developed with

different underlying assumptions, they were evaluated using

different baselines in terms of the effect of subgrid convection

processes on the resolved dynamics (Yanai et al. 1973). Also,

the evaluation of the two schemes was done separately in a

model setup that convection was assumed to be unresolved and

simulated by the convection scheme alone; there is no partition

between resolved and unresolved convection. Later, when the

schemes were adapted in models of the convection-permitting

resolutions, they were evaluated in terms of forecast/simulation

metrics meteorological observations instead of the heating and

drying profiles due to subgrid convection. Results from this

study highlight the importance of establishing benchmarks using

observations and LES to develop and evaluate convection pa-

rameterization schemes suitable for models at convection-

permitting resolutions (e.g., Khairoutdinov et al. 2009; Heinze

et al. 2017; Louf et al. 2019; Stevens et al. 2020).

The differences and uncertainty in the two schemes’ parame-

terization of subgrid convection also point to the lack of consensus

on how to accurately parameterize subgrid-scale-dependent con-

vection processes (e.g., entrainment and detrainment). Recently,

progress in the physical understanding of entrainment and de-

trainment has been made, which may improve future parame-

terizations. Detrainment has a clear correlation with the critical

fraction xc and increases with a decrease in xc. The formulation of

the detrainment rate in the MSKF scheme depends on xc, while

the constant fractional detrainment rate in the KSAS scheme is a

clear oversimplification. Results from previous LES studies (e.g.,

Böing et al. 2012; de Rooy et al. 2013) and cloud-resolving mod-

eling studies (e.g., Derbyshire et al. 2004, 2011) show that the

entrainment increases as the environmental relative humidity

3430 MONTHLY WEATHER REV IEW VOLUME 149

Brought to you by NOAA Central Library | Unauthenticated | Downloaded 08/03/22 06:23 PM UTC



decreases. The entrainment will decrease in a moister and more

unstable environment. However, in the MSKF scheme, the en-

trainment ratewill be smaller if the environmental air is drier. This

behavior of theMSKFscheme is opposite to that of the entrainment

formulation in the KSAS scheme. The lack of agreement in the

formulations of the entrainment and detrainment rates represents

the intrinsic uncertainty in the parameterization representation of

mass-flux profiles in both schemes. This study also found that the

triggering method in both the MSKF and KSAS schemes depends

on themodel’s grid size. The trigger in theMSKF scheme, including

the effect of gridscale dynamic forcing, ismore suitable than the one

in the KSAS scheme at convection-permitting resolutions.

It is worth emphasizing that the two schemes compared in this

study, despite of being scale-adaptive at convection-permitting

resolutions, are formulated using the quasi-equilibrium as-

sumption that the subgrid convective stabilization response is

always in balance with gridscale destabilization forcing. From a

theoretical perspective, formulations and assumptions should

be reconsidered under a more general nonequilibrium frame-

work (e.g., prognostic closure and cloud model) for application

in convection-permitting models (Gerard and Geleyn 2005;

Gerard 2015; Tan et al. 2018). Such reconsideration has in-

troduced the trend from diagnostic closures to prognostic

closures (see, e.g., Pan and Randall 1998). For example, Park

(2014) combined diagnostic convective plumes, prognostic

subgrid convection organization and the feedback between

them to formulate subgrid convection parameterization with-

out using the quasi-equilibrium assumption in a unified con-

vection scheme. We advocate that there is still a need to use

LES or observations to establish benchmarks with consensuses

for evaluating advanced convection schemes based on the

general nonequilibrium framework.
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